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Sample space (=all outcomes of an experiment) 
H ≠ ø  (arbitrary) base set    (or ()
 outcome of an experiment
 x ( H  any element of H 
event (actual outcome of an experiment)
A  H  (any)  subset
elementary event
{x}  H  a subset consisting of a single 

element (singleton) 
”A event happened/realized”
x ( A 
”A event did not happen/realized”
x ( A 
sure event
H  H  (base set itself),   or:  if  P(A)=1 
impossible event
ø  H  (empty set),          or:  if  P(A)=0 
negation of an event
A¯  (complement set) 

sum of the events  A+B  ("or") 
AB  (union) 

product of events  A·B   ("and")
AB  (intersection) 

difference of events  A-B
A\B  (difference) 

excluding events 
AB)=0 B= ø  (disjont sets),  or:  if P(A
B follows from A  ( A implies B) 
A  B    (A is a subset of B) 
Probability  P(A)
P: P(H)→R any function 





(P(H) is the power set of H)


with the axioms of Kolmogorov (like area) 

independent events A,B
P(AB) = P(A)·P(B) 
complete system of events
a partition of H 
random variable (numerical outcome of a measuring)
ξ : H → R       any function 

discrete random variable
Im(ξ) = {x1,x2,...,xn,...}  any enumerable set 
the distribution of the discrete r.v.
{p1 , p2 , ... , pn , ... }    where   pi = P(ξ=xi) 


and   ( pi = 1 
continuous random variables
there is an  [a,b]Im(ξ)  interval 
distribution function 
F : R→R  any function with the axioms 


   or:   F(t) := P(ξ<t) 


   or:  primitive function of f :  F(t) =
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f(x)dx 
density function
f : R→R  any function with axioms 


   or:  derivative function of F :     f(x)=F'(x) 
P(a≤ξ<b)  =  
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f(x)dx  =  F(b)-F(a)
Newton-Leibniz ’s  Rule 
mean or expected value   M(ξ) = E(ξ) 
average, arithmetical mean  
dispersion   D(ξ)
sprinkling/scattering of the measurings values 
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