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Abstract

In this paper we consider a class of differential equations with state-dependent delays. We
show differentiability of the solution with respect to the initial function and the initial time
for each fixed time value assuming that the state-dependent time lag function is piecewise
monotone increasing. Based on these results, we prove a nonlinear variation of constants
formula for differential equations with state-dependent delay. As an application, we discuss
asymptotic properties of perturbed nonlinear differential equations with state-dependent
delays.
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1 Introduction

In this manuscript we extend the nonlinear variation of constants formula of Alekseev to a class
of delay differential equations with state-dependent delays (SD-DDEs). This relation was first
proved for ODEs in [2], and later it was extended to several different classes of differential equa-
tions, including Volterra equations by Brauer [6], Hu, Lakshmikantham, Rao [27] and Agyingi,
Baker [1], delay equations by Shanholt [31], and neutral differential equations by Izé and Ven-
tura [28]. See also [33] for a related work in SD-DDEs with a perturbation without delays. The
nonlinear variation of constants formula was used, e.g., to study stability or asymptotic behavior
of perturbed nonlinear systems ([4], [5], [7], [14], [34]) and for convergence properties of certain
numerical methods in Volterra equations ([3], [9]).
In Section 2 we consider the SD-DDE

z(t) = f(t,x, x(t — 7(t,xp))),

and recall a well-posedness results for this class of SD-DDEs. The dependence on x; in the second
variable of f represents state-independent delays, since we will assume smooth dependence of f
with respect to its second variable. The results of this manuscript can be easily extended to the
case of multiple point state-dependent delays; single state-dependent delay is assumed here for
simplicity of the notations.

*This manuscript is dedicated to John Mallet-Paret on the occasion of his 60th birthday.



The proof of our nonlinear variation of constants formula is based on the differentiability
of the solutions with respect to (wrt) the initial time and initial function. Differentiability of
the solutions of SD-DDEs wrt to the initial function (and other parameters) was studied in
[10], [19], [21], [22], [24], [35], [36]. The only paper which proves differentiability of solutions
of SD-DDEs wrt the initial time o is [21]. In Section 3 we show the differentiability of the
solutions wrt the initial function. This section is based on the results of [22], but in this case
we consider the initial time also as a parameter in the equation, and our assumptions here are
a little simpler than those used in [22]. In Section 4 we extend the results of [21] concerning
the differentiability of the solutions wrt the initial time using weaker assumptions. In this
manuscript we unify and simplify the sufficient conditions for differentiability. In Section 5 we
formulate and prove a nonlinear variation of constants formula for differential equations with
state-dependent delays. In Section 6, as an application of the nonlinear variation of constants
formula, we study asymptotic behaviour of SD-DDEs with nonlinear perturbations.

2 Well-posedness and preliminaries

A fixed norm on R™ and its induced matrix norm on R™*™ are both denoted by | -|. C denotes
the Banach space of continuous functions v : [—7,0] — R”™ equipped with the norm [¢|c =
sup{|(s)|: s € [-r,0]}. C! is the space of continuously differentiable functions ¢: [—r, 0] — R"
where the norm is defined by || = max{|¢|c, [¢)|c}. L™ is the space of Lebesgue measurable
functions ¢: [—r,0] — R™ which are essentially bounded. The norm on L* is denoted by |- .
W denotes the Banach-space of absolutely continuous functions v : [—r,0] — R™ of finite
norm defined by

e = mas { [l [z

We note that W is equal to the space of Lipschitz continuous functions from [—r,0] to R™.
If the domain or the range of the functions is different from [—r, 0] and R"™, respectively, we will
use a more detailed notation. E.g., C(X,Y’) denotes the space of continuous functions mapping
from X to Y. Finally, £(X,Y) denotes the space of bounded linear operators from X to Y,
where X and Y are normed linear spaces. An open ball in the normed linear space (X, |- |)
centered at a point x € X with radius ¢ is denoted by Bx(z; §) :={y € X: |x — y| < J}.

The partial derivatives of a function g: X XY — Z wrt the first and second variable will
be denoted by D1g and Dsg, respectively. All derivatives in this paper are Fréchet-derivatives.

Consider the nonlinear SD-DDE
(t) = f(t,z, z(t — 7(t, ), telo,T], (2.1)
and the corresponding initial condition
z(t) = p(t — o), telo—rol. (2.2)

Here and throughout this paper » > 0 is a fixed finite number, and z; : [-7,0] — R",
x4(0) = x(t + 0) is the segment function. Let Q; C C, Q9 C R™ be open subsets of the
respective spaces. T > 0 is finite or 7' = oo, in which case [0, 7] denotes the interval [0, co).

We assume

(A1) f: RxC xR"D[0,7T] x 21 x Qo — R™ is continuous and it is continuously differentiable
wrt its second and third arguments,



(A2) 7: Rx C D [0,T] x 1 — [0, 7] is continuously differentiable wrt both arguments.

We introduce the set of admissible parameters
M= {(0,0) € [0,T) x W1 p €, p(~7(0,¢)) € O }.

The next theorem shows that every admissible parameter (¢, ¢) € II has a neighborhood P C
R x W1 and there exists a time a > & such that the IVP (2.1)-(2.2) has a unique solution on
[ — 7, a] corresponding to all parameters (o, ¢) € P. This solution will be denoted by z(t, o, ¢),
and its segment function at ¢ is denoted by z(-, o, ¢).

The well-posedness of several classes of SD-DDEs was studied in many papers (see, e.g.,
[15, 23, 24, 32]). The next result about the well-posedness of solutions is proved in [21] under
a weaker assumption when only Lipschitz continuity of f and 7 is assumed wrt the second and
third, and wrt the second arguments, respectively, instead of the continuous differentiability.
The notations and estimates introduced in the next theorem will be essential in the following
sections.

Theorem 2.1 ([21]) Assume (A1), (A2), and let (6,$) € II. Then there exist 6 > 0, 0 < o <
6,06 <a<T finite numbers such that 0 < o9 < if 6 >0, and o9 =0 if 6 =0, and
(1) for all (o,¢) € P the IVP (2.1)-(2.2) has a unique solution x(t,o, @) on [0 — r,a], where
P :=log, a) x Byy1.e (93 6); (2.3)
(ii) there exist My C C and Ms C R™ compact subsets of the respective spaces such that
xi(,0,0) € My and x(t — 7(t, z(-, 0,9)),0,0) € My for (o,p) € P and t € [0, al; and

(i1i) x¢(-,0,p) € W for (a,p) € P and t € [0, a], and there exist constants N = N (o, a, 6)
and L = L(og, a, ) such that
|.7)t(',0', (10)|W17°° <N, (07 80) €EP te [07 Oé], (24)
and
|z:(-,0,0) — 24,0, @) lwree < L{lo — 0] + | — @lwr.o) (2.5)
for (o,¢),(d,p) € P and t € [max{o,7},al.

Let (6,¢) € II be fixed, and throughout Sections 3 and 4 let the parameter set P and time
a be defined by Theorem 2.1 (i). We introduce the following set:

H:={(t,o,0) ER xR x Wh*®: (g,0) € P, t € [0,0]}. (2.6)

Then the solution z(t, o, ¢) exists and it is continuous on H.
The following result is obvious.

Remark 2.2 Suppose the conditions of Theorem 2.1 hold, P and « are defined by Theorem 2.1,
and let

P = {(0, p)eP: pe cl, &(0—=) = f(o,¢,0(c —1(0, cp)))} (2.7)

Then for all parameter values (o,¢) € P the corresponding solution x(t,o, ) is continuously
differentiable wrt t fort € [o —r, al.



We note that the compatibility condition used in the definition of P was essential in [35], [36]
to prove the existence of a semiflow of continuously differentiable solution operators. Note that
an analogous set was used for neutral FDEs in order to guarantee the existence of a continuous
semiflow on a subset of C! in [29]. Similar compatibility assumption was also used in [19] to
prove differentiability of z(t, o, p) wrt ¢ (and other parameters of the equation).

Let M; and My be defined by Theorem 2.1 (ii). It follows from (A1) and (A2) that there
exist constants Ly > 0 and Ly > 0 such that

ftb,y) — fE 00 < Li(jp —dle+y—al),  te0,al, ¥4 € My,y,j €My, (2.8)

and
’T(ta ¢) - T(tv 12})‘ < L?‘wt - 1;|Cv le [0,0é], Tﬂﬂ; € Ml- (29>

3 Differentiability wrt initial function

In this section we summarize the results for differentiability of z(t, o, ¢) wrt ¢ and o. To obtain
such a result we have to consider the linearization of the right-hand-side of Eq. (2.1) about a
fixed solution z(t) = x(t,0,p) for some (o,¢p) € P, where the parameter set P is defined in
(2.3). This question was first studied in [8]. The formal linearization yields the linear operator
L(t,z): C — R",

L(t,x)y = Daf(t,me,x(t —7(t,2¢)))0
+Dsf (b, a(t = w(t, @) (=(t = 7(t,20) Dar(t, 20 + v(=7(t,21)))
(3.1)

for v» € C. Since we do not assume the compatibility condition, and ¢ € W1> only, not a
C!-function, therefore i (t — 7(¢,2;)) may not be defined for such t when t — 7(¢,2;) € [~r,0].
In order to handle this technical difficulty, we need to guarantee the measurability and the
integrability of the function ¢ — (t — 7(t,z¢)) for the case when ¢ € W™ ie., when ¢ € L.

Let x(t) = z(t,0,¢) be a fixed solution the IVP (2.1)-(2.2) for (o,¢) € P, then z is, in
general, only a WH*-function on the interval [o — r, ], but it is continuously differentiable for
t > 0. In [21] (see also [24]) it was assumed that (o, p) € P is such that for z(¢) = z(¢, 0, ¢) the
corresponding time lag function t — ¢t — 7(¢, ;) is strictly monotone increasing, more precisely,

essinf {jt(t Crta): tE o, a:;]} >0, (3.2)

where o := min{o + r,a}. Note that similar condition was used in [8]. In [21] the parameter

set
Py :={(o,p) € P: x(-,0,p) satisfies (3.2)} (3.3)

was introduced, and it was proved that P; is an open subset of P.

Lemma 2.5 in [22] yields that if (o,¢) € Py, then for z(t) = z(t,0,¢), the function ¢ —
&(t —7(t,x¢)) is measurable on [0, o], and esssup{|Z(t —7(¢,x¢))|: t € [0, ]} < esssup{|Z(¢)]:
t € [-r,ak]}. Then the linear operator L(t, ) is defined for a.e. t € [0, ] and for all (o, ¢) € Py,



and it is easy to check that L(t,¢): C — R"™ is a bounded linear operator for all ¢ for which
z(t — 7(t,2¢)) exists (see [21]).

Another key element of the proof of differentiability in [21] (see also [24]) is the following
lemma, which was stated and proved in [8] in a slightly different form.

Lemma 3.1 ([8]) Let g € L'([e,d],R"), ¢ > 0, u € A(e) and uy € A(e) be a sequence such
that |u — ulo(ap),®) — 0 as k — oo, where

A(e) == {v e WH([a,b],[c,d]) : ©(s) > € for a.e. s € [a,b]}.

Then
b

lim
k—oco J,

9(ur(s)) — g(u(s))| ds = 0. (3.4)

In [22] differentiability wrt the initial function was proved in the case when the strict mono-
tonicity of the time lag function was relaxed to the weaker assumption that the time lag function
is piecewise monotone. Recall the following definition.

Definition 3.2 ([22]) PM([a,b],[c,d]) denotes the set of absolutely continuous functions w :
[a,b] — [c,d] which are piecewise strictly monotone on |a,b] in the sense that there exists a finite
mesh a =ty <t1 < -+ <tmo1 <tm =0 of [a,b] such that for alli =0,1,...,m — 1 either

essinf{u(s): s € [a,V]} > 0, for all [a’, V'] C (ti,tit1)

or
esssup{u(s): s € [d',V]} <0, for all [d', V'] C (ti,tiv1).

The next result shows that ¢ — &(t — 7(¢,z;)) is measurable and integrable on [0, o] if the
time lag function u(t) :=t — 7(t, z¢) is piecewise monotone in the sense of Definition 3.2.

Lemma 3.3 ([22]) Suppose g € L>®([c,d],R™) and u € PM([a,b],[c,d]). Then the composite
Junction gowu € LOO([a7 b]aR): and |g 0 u|L°°([a,b],]R) < |g|L°°([c,d],]R)'

It was shown in [22] that Lemma 3.1 can be extended to the above class of piecewise monotone
functions instead of the class A(e) of strictly monotone increasing functions. Note that the price
for it was that in (3.5) W1 *-nom is used instead of the C-norm that was used in Lemma 3.1.

Lemma 3.4 ([22]) Suppose g € L*([c,d],R™) and u,ur, € PM([a,b],[c,d]) (k € N) are such
that
|uk — U’Wl,oo([a,b]’R) — 0, as k — oo. (3.5)

Then )
lim / lg(uk(s)) — g(u(s))| ds = 0. (3.6)

k—o00



In [22] the following parameter set was introduced

P, = {(o,¢) € P: the map [0,a,,] > R, t —t—7(t,x:(,0,¢))
belongs to PM([o,a}], [0 —r,a])}. (3.7)

[

We have P, C P, C P.

Let (0,¢) € P, be fixed, and let z(t) := z(t,0,¢). Then Lemma 3.4 yields that the linear
operator defined by (3.1) is well-defined for a.e. t € [0, ], and it is easy to check that it is a
bounded linear operator for all ¢ for which @(t — 7(t, z;)) exists.

For (o,¢) € P, we define the variational equation associated to x = z(-, 0, ) as

2(t) = L(t,x)z, a.e. t € [0,q], (3.8)
z(t) = h(t—o), te€lo—rol, (3.9)

where the initial function is h € C. The IVP (3.8)-(3.9) is a Carathéodory type linear delay
equation. By its solution we mean a continuous function z : [0 — r,«] which is absolutely
continuous on [0, o], and it satisfies (3.8) for a.e. ¢ € [0, a] and (3.9) for all ¢ € [c—r, o]. Standard
argument ([11], [18]) shows that the IVP (3.8)-(3.9) has a unique solution z(t) = z(t, 0, ¢, h) for
(0,90) € Po,heCandte|o—ral

Now we state the result concerning differentiability of z(¢, 0, ) wrt ¢ for the IVP (2.1)-
(2.2). This derivative is denoted by Dsx(t,0,¢). Note that the existence of Dsz(t, o, @) was
proved in [22] for the case when the initial time was fixed to be 0 = 0. It is easy to extend the
results to the case when the initial time is fixed to be o > 0 (see also the proof of the analogous
Theorem 4.7 in [21] for the case when (0, ¢) € P;). We also remark that in [22] other parameters
on the right-hand-side of (2.1) was considered, and differentiability was obtained wrt to these
parameters too. We formulate the result in the form we need it later.

First we formulate an additional assumption on the delay function. We need a specific form
of the partial derivative Do7, and also Lipschitz continuity of the partial derivatives.

(A3) For every (o,9) € P, there exist continuous functions by,...,by : [0,a] — RY>" b :
[o,a] x [=7,0] = RY>" and &,...,& € WH([o,al, [0,7]) such that

(i) for x = z(-,0,¢) and for all p € C, t € [0, ]
4 0

Dar(t.o) = S bi(00(-&(0) + [ b(t.0)0(6) do

=1 o

(ii) the map [o,0}]: = R, t — t—&;(t) belongs to PM([o, o)), [o—r,af]} for j =1,....4;
(iii) for a > 0 and M; compact subset of C' there exists Ls = Ls(c, M7) > 0 such that

|D17-(t7w) - DlT(tJL” g L3|w - 1;|Ca te [0,0Z], 7%1; € Ml

and

|Dar(t, ) — Dar(t,9)| o) < Lalth — dle, te0,a], ¢, ¥ € M.



Assumption (A3) can be naturally satisfied for delay functions of the form
0 —
r(t6) = 7 (8-GO v(-600), [ B(e. )+ 6)db)

where 7 : [0,a] x R*" x R" — [0,7] and b: [0,a] x [-7,0] — R™™ are twice continuously
differentiable functions.

In order to apply Lemma 3.4 we need the following relation.
Lemma 3.5 Suppose T satisfies (A2) and (A3). Let (0,¢),(0k, pr) € P2 for k € N be such
that |o, — o] + |k — @lwiee — 0 as k — oo, let z(t) = x(t, 0,) and z*(t) = x(t, o, i) be the
solutions of the corresponding IVP (2.1)-(2.2) on [0 — r,a] and [0 — 1, ], respectively, and let
u(t) =t —7(t,2y), up(t) :=t — 7(t,xF) fort € [0 —r,a] and t € [0}, — 7, ], respectively. Then

khjilo ”U,k - ’U;‘Wl,oo([uk’a]’Rn) = 0, (3.10)
where vy := max{o, o }.

Proof It follows from Theorem 2.1 (ii) and (A3) (i) that Lo in (2.9) can be selected so that
for (o,p) € P

¢ 0
Dar(t )il < (b0 + [ b(t.0)/d6) 1Wlo < Lalule, teonal, weC (311
j=1

Therefore Theorem 2.1 (iii) and (2.9) yield
Jug(t) = u(t)] = [7(t,2f) = 7(t, 2)| < LoL(lok — o] + |or — plwice), ¢ € [r,0], k €N, (3.12)
Next we show that for (o, ) € P, it follows
d ‘ 0
—71(t,z¢) = D17(t, 2¢) + Z bi(t)a(t —&(t)) + b(t,0)z(t +0)df, ae.te[o,al. (3.13)

dt =~ -

Fix t € [0,a], and let h be small enough that ¢t + h € [o,]. Then the assumed continuous
differentiability of 7 implies that there exists a function w; such that
T(t+ hyzen) — (8 2) = Di7(t, me)h + Dot (t, 20)(@egn — @) + wr(t, Te, U+ hy Teyn),
where L
|w7—(t7 ¢7 t? w)’
=t/ + | =l
Then (A3) (i) yields

— 0, as |t —t| + | —lc — 0.

14

T(t+hoaepn) = 7(ta)) = Dir(t,z)h+ Y bi(t) (@t +h—&(1) —a(t — (1)
j=1

0
+/ b(t,0)(z(t+h+6)—z(t+0))do

-

+wr(t, xe,t + h,xeqp). (3.14)



It follows from (2.4) that |xy1p — x¢|c < Nh, hence (3.14) implies (3.13) for every ¢ € [0, o] for
which « is differentiable at t — &;(t) for all j = 1,...,¢. Therefore, by (A3) (ii), (3.13) holds for
a.e. t € [o,al.

Relation (3.13) can be shortly written as

d
aT(t, .'L‘t) = DlT(t, .’L't) + DQT(t, JIt).'j?t, t e [0, a], (315)

where Da7(t,z;) is understood here as the extension of the linear operator Da7(t,z;) from the
space C' to the larger space L°°. The extended linear operator is denoted by the same notation
for simplicity, and it satisfies

|D27(t,xt)‘£(Loo’R) < Lo, S [0, a], (O’, 90) € Ps. (316)

Finally, (A3) (iii), (2.4), (2.5), (3.15) and (3.16) have the consequence for a.e. t € [, a] that

d d . .
%T(tv le‘,c) - @T(tv wt) < ‘DlT(tﬂ xf) - DlT(t7 xt)‘ + ‘DQT(t7 xf)(le‘,c - wt)’
+|(Dar(t, 2F) — Dot (t, 2¢)) 4|
< Lsla} — ailo + Lolif — dlre + Llaf — zlclde pee
< (L3l + LoL + L3LN)(lox — o| + [or — ¢lwree).
This relation and (3.12) complete the proof of the lemma. 0

Similarly to (2.6) we introduce the following set of parameters:
Hy :={(t,0,0) ERXR x Wh®: (5,p) € Py, t € [0,0]}. (3.17)

Now we can state our main theorem about continuous differentiability of the solutions wrt the
initial function.

Theorem 3.6 Assume f satisfies (A1), and T satisfies (A2) and (A3). Then the functions
R xR x Wh*® 5 Hy — R", (t,0,p) — z(t,0,¢)

and
R xR x Wh*® > Hy = C, (t,o,0) = z(+, 0,9)

are both continuously differentiable wrt ¢, and
Dsx(t,o,0)h = z(t, 0,0, h), (t,o,p) € Hy, h € WhH, (3.18)

and
D3$t(')0-7 So)h = Zt(')o-vcpvh)v (t707 SO) € H27 h € WLOO’ (319)

where z(t, 0, p, h) is the solution of the IVP (3.8)-(3.9) fort € [0,a], (0,¢) € Py and h € WhH*,

Proof Let z(t) = z(t, 0, ) be the solution of the IVP (2.1)-(2.2) on [0, a]. Then the function
y(t) = z(t + o) satisfies

y(t) = ft+o,yny(t =7t +o,p))),  tel0,a—ol. (3.20)



All assumptions of Theorem 4.9 in [22] for Eq. (3.20) follow from the assumptions (A1)—(A3) of
this theorem (property (A2) (iii) of [22] is shown in the proof of Lemma 3.5). It is also easy to
check that the variational equation associated to (3.20) can be transformed to (3.9) by a time
shift. Therefore relations (3.18) and (3.19) and the continuity of the derivatives wrt ¢ and ¢
follow using Theorem 4.9 of [22]. Only the continuity of Dsx(t,0, ) and Dsz(-, 0,¢) wrt to o
is left to prove.

Note that the continuity of the maps

R xR x Wh® 5 H — L(IWH® RY),  (t,0,¢) — 2(t,0,¢,)

and
R xR x WLOO DHl —>‘C(W17ooac)’ (tao-,(p) Hzt(‘aa»%‘)

with
Hy = {(t,0,0) ERXxR x Wh>: (0,9) € Py, t € [0,0]} (3.21)

was proved in Lemma 4.6 of [21]. The proof is identical in the case when H; is replaced by Ha,
except when reference to Lemma 3.1 was used in [21], we have to refer to Lemma 3.4 here. Note
that Lemma 3.4 can be applied since Lemma 3.5 guarantees relation (3.10). ]

Note that condition (o, p) € P is essential, since an example is shown in [22] where a solution
of an SD-DDE is not differentiable wrt a parameter at which parameter value the corresponding
time lag ¢t — 7(¢, z;) function is constant.

4 Differentiability wrt the initial time

In this section we investigate the Fréchet-differentiability of z(¢, o, ¢) and z(-, o, ) with respect
to 0. We denote these derivatives by Doz (t, 0, p) and Daxy(-, 0, ), respectively. We show that
the results proved in [21] for the existence of these partial derivatives for (¢,0,¢) € H; can be
extended to the case when (t, 0, ¢) € Ho. For this result we assume that the partial derivatives
of f wrt the second argument has a specific form.

or every (o, S there exist continuous functions Ay,..., A, : |0, — , :
Ad) F ¢) € P th i i functions A A R™*" A
[0,a] x [-7,0] = R™ " and \q,..., Ay, € WH*([o, ], [0,7]) such that

(i) for z = z(-,0,¢) and for all Y € C, s € [0, q]

m 0
Daf(s,xs,2(s = 7(s,2:))) = Y Ai(s)(=Ai(s)) + [ Als,0)9(6) db;
i=1 -r
and
(ii) the functions [o,a}] — R, t — t — X\;(t) belong to PM([o,a], [0 —r,ak]} for i =
1,....,m.

Our additional assumptions can be naturally satisfied for equations of the form
0

&(t) = f(t,a:(t — (), ..., x(t — )\m(t)),/ A(t,0)x(t + 0) db, x(t — T(t,l’t))>.

T
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We remark that in [21] instead of the piecewise monotonicity property of the functions
t—t—A\(t) and t — t — £;(¢) required in (A3) (ii) and (A4) (ii), the strict monotonicity of the
respective functions was assumed.

In virtue of (A3) and (A4), the operator L(t,z) defined by (3.1) has the form

m 0
Lltiay = Yo AiO00(-M(0) + [ A.0)6(6)d0 + Daf(t.ar,a(t - (t.2.))
i=1 , )
(=it = ) (3 w656 + [ b(t,0)(6) d8) +0(~r(t.2).
i=1 -

(4.1)

Our assumptions (Al)—(A4), (o,¢) € P and Lemma 3.3 yield that L(t,x)z; is well-defined
for a.e. t € [o,a] for a function z: [0 — r,a] — R", where z restricted to [c — r,o] is in
L>*([o — r,0],R™), and z is continuous on [0, a.

It follows from Theorem 2.1 (ii) and (A4) (i) that the constant L; defined by (2.8) can be
selected so that

Daf = st el < S M01+ [ 14010
< ZLzll, t €lo,a], (0,0) € Ps. (4.2)
Then (2.4), (3.13), (4.1), (2.8) and (4.2) yield
|L(t,z)z| < K|z¢| oo, t €lo,al, (o,p) € P, (4.3)
where
K = Li(2+ LyN). (4.4)

We extend the IVP (3.8)-(3.9) to this case by considering

2(t) = L(t,x)z, a.e. t € [o,q] (4.5)
z(o) = w, (4.
z(t) = h(t—o), ae. t€lo—ro0), (4.7)

where v € R” and h € L*°. By a solution of (4.5)-(4.7) we mean a function z: [0 —r,a] - R"
which is absolutely continuous on [0, o and satisfies (4.5)-(4.7). It is easy to show that (4.5)-
(4.7) has a unique solution z(t) = z(t,o0,¢,v,h) on [ — r,a] for all (v,h) € R™ x L and
(0,¢) € Py. On R™ x L™ we use the norm |(v, h)|gnx e~ := |[v] + |h|p.

Next we state the generalization of Theorem 5.3 of [21] using the parameter set P, instead
of P;. First we need to reformulate Lemma 5.2 from [21] for the parameter set P.

Lemma 4.1 Assume f satisfies (A1), (A4), and T satisfies (A2), (A3). Let P» and Hs be
the sets defined by (3.7) and (3.17), respectively. Then there exists No > 1 such that for all
(0,¢) € Pa» and (v, h) € R" x L™ the corresponding solution z(t,o, p,v, h) of the IVP (4.5)-(4.7)
satisfies

|z(t,0,p,v,h)| < No(Jv| + |h|r=), t€[o,a] anda.e te€lo—r 0] (4.8)
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Moreover, the function
R xR x Wh*® 5 Hy — R", (t,o,0) — z(t,0,p,v,h)
is continuous for all fized (v,h) € R™ x L.

Proof The proof of (4.8) is identical to that of the same estimate in [21], so it is omitted here.

In [21] the proof of the continuity of z(t,o,¢,v,h) in (t,0,p) relied directly on the strict
monotonicity of the time lag function and the functions ¢ — ¢ — \;(t) and t — t — &;(t). Since
here we assume only piecewise monotonicity of these functions, we give the sketch of the proof,
emphasizing only the differences in the argument. Note that the part of the proof we present
here is simpler than that given in [21], even though here we assume the weaker condition of
piecewise monotonicity instead of the strict monotonicity of the time lag function.

To show the continuity wrt o and ¢, fix (o, ¢) € P, and let (o, ¢r) € P> be a sequence such
that |0, — |+ |pr — @lwiee — 0as k — co. Let 2F(t) := x(t, o, 1), z(t) := 2(t, 0, 0), up(s) :=
s —71(s,2%), u(s) := s — 7(s,15), and for a fixed (v,h) € R" x L™, let 2F(t) := 2(t, 0%, o, v, h)
and z(t) := z(t,0,¢,v,h). Then

t
) =0 +/ L(s, %) 2k ds, t € [og,al,

k

and

z(t)y=v +/ L(s,x)zs ds, t € [o,al.

From the above relations it was shown in [21] that

/ L(s,x)(2F — z,) ds|, t € [k, ql, (4.9)

k

|28(t) = 2(8)] < Bi(Jv| + |hl1=) + C +

where vy, := max{o, o}, and the sequence By — 0 as k — oco. The constant C,? was defined in
[21] as
Cl =L [ [htun(s) = u(s))] ds.
Vi

where
h(s — o), s€loc—r0),

h(s) = { 0, s € [o,al.

Let € > 0 be fixed. Then for large enough k£ we have o < v, < 0 + ¢, so for such k£ Lemma 3.3
implies

ot = na [ It~ bt lds + [ Atunts) — hlats) )

I o+e

< L1 (2€|h’Loo +/

o+te

«

[hun(s) = h(u(s))] ds).

Therefore Lemma 3.4 yields that C’,’; — 0 as k — o0, since € can be arbitrarily close to 0.
Note that By contains the term flz |z (ug(s)) — 2 (u(s))| ds. Tts convergence to 0 follows from an

argument similar to the convergence of C’,? shown above.
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Now we consider the last term of (4.9). We have from (2.4), (4.1) and (2.8) that

/L(s,x)(zf—zs)ds‘
< 3 [ A Al) — 25— Aol ds
i=1"Vk
t 0 t
+/ / |A(S,9)sz(8+9)—z(s—i—@)\d@ds—l—Ll/ |28 (u(s)) — z(u(s))| ds
+L1NZ $)[12°(s — &(s)) — 2(s = &(s))| ds

+L1N// b(s, 0|2 (s + 0) — (s + 0)|dOds,  t € [ al. (4.10)

We introduce the sets

UI;Z {seva]: s=N(s)<o—|oxp—o|}, i=1,....,m,

U,ii = {se€w,a]: 0—|ox—0c|<s—Xi(s) <o+|op—ol}, i=1,...,m,
U,ii(t) {sevpt]: o+|or—o| <s—Xi(s) <t}, i=1,....,m,

Vkl’j = {se€lm,a]: s=¢(s)<o—|op—ol}, j=1,...,¢,

Vk%j = {se€lwm,a]: o—|op—0o| <s—&i(s) <o+ |op—o|}, j=1,....¢,
V) = (selmtl:otlon—ol<s—&(s)), j=1...0

Wi = {se€w,a]: s—71(s,25) <0 — |op — |},

W2 = {scva]: 0—|op—o0| <s—7(s,25) <0+ |op — |},

W2(t) = {s€vpt]: o+ |op —0o| <s—1(s,24)}

Then if s € Uklm.7 then s — \i(s) — o < s — A\i(s) — 0 + |ox — 0| < 0. Similarly, if s € Ug’ﬂ-(t),
then s — \;(s) > o + |ox — 0| > v4. Note that the Lebesgue measure of U2, goes to 0 as k — oo
because of the assumed piecewise monotonicity of the function ¢ — ¢ — )\1-7(t).

Define wy(t) := max{|2*(s) — z(s)|: s € [, ]}. Clearly, wy is monotone increasing. Then
the first integral on the right-hand-side of (4.10) can be estimated using (4.8) in the following
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way
t
A = M) = 205 = M(s)) s
< [ ARG = Ai) = 1) = s = Ads) = )] ds

k,i

+/ |45 (8)I(127(s = Aa(o)] + (s = Ni(s))]) ds
U

k,i

+/, |Ai(s)|wi(s — Ai(s)) ds

U,jﬂ.(t)

< [, ARG = As) — 00) — hls = M(s) — o)l s
Uk,i
+2N0(\v\+]h\Loo)/UQ.\Ai(s)]ds+/ Ai(s)wi(s)ds, € [al  (411)

We estimate the second integral of (4.10) for t > vy + r in the same manner.

/t /_0 (s, 0)||25 (s + 0) — (s + 0)| dO ds

vg+r  rmin{o,0x}—s
/ / (s,0)||h(s+0—o0r) —h(s+6—0)|dfds

<
Vk-‘r’r‘
/ / (A(s,0)[(12 (5 + 0)] + |2(s + 0)]) O ds
min{o,01 }—s
vi+r 0
/ / |A(s,0)|wi(s+0) d9ds+/ / |A(s,0)|wi(s +0)dbds
Vi Vi —S8 vi+r J—r
vg+r  rmin{o,0x}—s
< / / |A(s,8)||h(s +60 —or) —h(s+0—0)|dfds

Vi+Tr VEp—S
w2No(fol+hle=) [ [ |A(s,0)] d6 ds
1% min{o,0p}—s

4 / " wnls) / " |A(s.0)| 6 ds. (4.12)

-r

Note that the final estimate is true for all ¢ € [y, a].
Similar estimates of the other terms of (4.10) together with (3.11), (4.2) and (4.4) give

t ¢
/ L(s,z)(2F — z,) ds‘ <D+ K/ w(s) ds, t € [vg, al, (4.13)
1% Vk

k
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where K is defined in (4.4), and
Z/ NIA(s — Ai(s) — ox) — h(s — Ai(s) — o) ds

+2No (o] + [Bl ) Z/ 5)| ds
vg+r prmin{o,0;}—s
/ / (s,0)||h(s+0—0r) —h(s+6—0)|dfds

Vi+Tr VEp—S
12N (o] + B L) / / (A(s,0)] d ds

Vi min{o,01 }—s

+ /Wl Ih(s — Ai(s) — ok) — h(s — Ai(s) — o[ ds + /W2 INo([v] + |l o) ds

k

+L1N2/ Ih(s = &(s) — o) — h(s — &(s) — o) ds
+L1N2Ny(Jv| + |h|r) Z/ s)| ds

vp+r  rmin{o, ak} s
+L1N/ / 1b(s,0)|h(s + 0 — o) — h(s + 6 — )| dO ds

v+r S
Ly N2N([o] + yh|Lw)/ / 1b(s,0)| d6 ds.
v min{o,0}—s

The Dominated Convergence Theorem and simple arguments yield that D,}; — 0 as k — oo for
each fixed h € L*°.
Combining (4.9) and (4.13) we get

wi(t) < By([v| + |h|p) + Ch + D + K/t wg(s) ds, t € [, ql,
vk
therefore the Gronwall’s inequality implies
12%(t) — 2(8)| < wi(t) < (Bk(\vy + |hlpe) + CF + D’,g)eKa, t € [, al.
This proves the continuity of z wrt ¢ and .

The continuity of z(t) = z(t,0,p,-,-) in t follows from (4.3) and (4.8), since for #,t € [0, a]
and (o, ) € Ps

7
/ L(s,x)zsds
t

This completes the proof. [

|2(8) — 2(t)] = < KNo(Jv] + [hlpee) [t — t].
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For (t,0,¢) € Hy we define the bounded linear operator
T(t,o,p): R" x L™ — R", T(t,o,0)(v,h) = z(t,0,¢0,v,h), (4.14)

where z(t, o, ¢, v, h) is the solution of the IVP (4.5)-(4.7).

Theorem 4.2 Assume f satisfies (A1), (A4), and T satisfies (A2), (A3). Then the function
R? x Wt 5 Hy — R", (t,o,¢0) — x(t,o,9)
1s continuously differentiable wrt o, and

D2$(ta g, (70) = T(ta g, @)(_f(o-a P, 90(_7—(0-7 90)))’ _(1.0)’ (415)
where T (t, 0, ) is defined by (4.14).

Proof Let (0,p) € Pyandt € [0,a]. If t € (0,a], then let by € R (k € N) be a sequence such
that hy — 0 as k — 0o, (0 + hg, ) € Py and 0+ hy, < t for kK € N. If t = o, then let hj, < 0 such
that (0+hg, @) € P, for k € N. To simplify notation, let z¥(t) := x(t, o+hy, ), (t) := z(t, 0, ),
u(s) == s — 71(s,25), uk(s) := s — T(S,l‘];), vi=—f(o,0,0(=7(0,9))), 2(1) :=T(t, 0,9) (v, —),
al = min{o + r,a} and vy := max{o, o + hi}.
Simple calculation shows for ¢ € [y, o]
2R (t) — x(t) — 2(t)hy,

= xk(uk) —x(vg) — 2(vk) hi

+ / t (/s 2k 2" (un(9))) = f (5,5, 2(u(s))) = L(s, 220D ) ds.

k

Let qx(s) := 2¥(s) — x(s) — 2(s)hy, s € [y, — 7,a]. Then it was shown in [21] that the above
equation leads to

O] < at+dutied =l + [ (30 1Al ~ Mo

VE =0

0
+/ |A(s,0)][gu(s + )] d6 + L |qe(u(s) |+L1N2|b aw(s — &(s))]
8 2
0
FLIN [ [b(s,0)llar(s + 0)|d0)ds, b€ [l (4.16)

T

where the sequence aj satisfies a} /|hi| — 0 as k — oo (see [21] for details), and
dy, == / |2 (ug(s)) — z(u(s))| ds.
Vg

Lemma 3.3 and 3.4 yield that d, — 0 as k — oo (see the proof of C* — 0 in Lemma 4.1).
Note that (2.5) and (4.8) yield

la(s)| < a®(s) = 2 ()| + [2"(s)l || < Nilhal, s € [0 7,0, (4.17)
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where N1 =1L+ N0(|’U| —+ |QD’Loo)
We define the sets Uklj,i, U,?,Z-, Vklvj, Vk?j as in the proof of Lemma 4.1, and the sets

W = {s€ vl up(s) <o — oy — o},
W2 = {s€[vma]: o— oy —o| <upls) <o+ |op — o},

and define wy(t) = max{|qx(s)|: s € [o,t]}, vy := max{o,0 + hi}. For a.e. s € [y —r,
min{o + hg, o }] introduce nx(s) := ¢(s — o — hy) — (s — o) + (s — o) h. Then similarly to the
estimates used in the proof of Lemma 4.1, we get from (4.16)

t
wi(t) < A + K/ wg(s) ds, t € v, af, (4.18)
where wy, is defined in the proof of Lemma 4.1, K is defined in (4.4), and

Ap = aj + dilhi + gk (v \+Z/ sl (s — Xi(s))| ds

v+r pmin{o,0r}—s
/ / A(s,0) |l (s + 0)| dO ds

V+r
+N1|hk]/ / A(s,0)| dO ds + Ly /~ (i ())] ds
min{o,01 }—s VVk1

+/ L1N1|hk|ds+L1NZ/ ()lIni(s — &(s))] ds

+L1NN1hk’Z/ ‘dS

vi+r mln{aak} s
/ / b(s, 0)|[me(s + 0)| d8 ds

v+r Vi
4Ny || / / 1b(s,0)| dO ds.
min{o,0x}—s

Hence Gronwall’s inequality yields
l*(t) — x(t) — 2()hi| < wi(t) < Apef®, t € vk, al. (4.19)

To prove (4.15) it is enough to show that f;—: — 0 as k — oc.
Suppose first that k is such that hy < 0. Then v = o, and we have

la(ze)| 1 (o) — z(0) — (o
el |ka,|| (0) — (o) = z(0) |
= “LIIC"(P(O) + /+h f(S,xif’xk(uk(s))) ds — p(0) — Uhk‘
= |hlk| /j-h (f(S,ZE];yﬂjk(Uk(S))) — f(o, p, go(u(a)))) dg‘_ (4.20)
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If Ay > 0, then v, = o + hy, and

1
|Qk}(L:I’c)\ _ hj‘ﬁw + hg) — x(0 + hy) — 2(0 + hi)hy

O‘-i-h]C

_ hlk‘(p(o) — () _/ F(s, 3, 2(u(s))) ds — vhy

(e

0+hk
—/ L(s,x)zshy ds‘
1

o+hy
el [ (reaaatuto)) - e plute)) ds|
+h K No([v] + [¢]z)- (4.21)

IN

Combining (3.10), (4.20) and (4.21) we get

gk (V)]
| P

— 0, as k — oo.

Since ng(s)/hi — 0 for a.e. s € [y —r, min{o+hy, o}], the Dominated Convergence Theorem
implies that Ag/hr — 0 as k — oo, which concludes the proof of the existence of the derivative

Dox(t, o, p).
The continuity of Dox(t, 0, ) can be argued in the same way as it was shown in [21], but
using Lemma 4.1 instead of Lemma 3.1. O

We remark that in Theorem 4.2 the differentiability of (¢, o, p) wrt o at ¢t = o is considered
only as a one-sided derivative. If differentiability of the solution wrt o is needed for ¢t € [0 —1, a],
or the differentiability of the solution segments x(-,0,p) is needed, then the compatibility
condition (o, ) € P is also required. See Theorem 5.1 and Remark 5.4 in [21].

5 Nonlinear variation of constants formula

Consider the SD-DDE

y(t) = [ty y(t — 7t ye)) + 9t ye, y(t — At ),  t€[o,q] (5.1)

and the associated initial condition

y(t) = p(t — o), te€lo—rol. (5.2)
We suppose

(A5) g: RxC xR™ D [0,T] x Q1 x Q9 — R™ is continuous, and it is continuously differentiable
wrt its second and third arguments;

(A6) \: Rx C D[0,T] x Q1 — [0,7] is continuously differentiable wrt both arguments.

Suppose (7, ¢) € II is such that @(—\(d,¢)) € Q. It is easy to generalize Theorem 2.1 to the
IVP (5.1)-(5.2), and show that there exist og, a and ¢ such that both the IVP (2.1)-(2.2) and
the IVP (5.1)-(5.2) have unique solutions on [0 — r, a] for (o,¢) € P := [0g,a) X By1,00(; 0).
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Moreover, it can also be assumed that (2.4) and (2.5) hold for the solutions of the IVP (5.1)-(5.2)
for all (o, ) € Ps.
We define the sets P, and Hs by (3.7) and (3.17), respectively.

First we show the differentiability of the following composite map.

Lemma 5.1 Assume f satisfies (A1), (A4), T satisfies (A2), (A3), g satisfies (A5), and A
satisfies (A6). Let (o,¢) € P, and let y(t) = y(t,o,¢) be the solution of the IVP (5.1)-(5.2).
Suppose (s,ys) € Py for a.e. s € [o,a]. Then the function (o,a) — R", s — x(t,v,ys) is
differentiable at s = v for a.e. v € (o,a) and for allt € [o,a], and

d N
ot v ys)ls= = Tt ) (G, 00), e v € (0,0),

where T is defined by (4.14).
Proof Let v € (0,a) be fixed such that (v,y,) € P, and let hy (k € N) be a sequence of
non-zero reals with hy — 0 as k — oo, and suppose |h;| < min{v — o, a — v} for all £ € N. Then
Theorem 3.6 yields that there exists a function w such that

33'(75, Vayl/—‘rhk,) _-r(tvyayl/) = D3x(t>y>yu)(yu+hk _yv) —|—(.U(t, 1/7yl/>y1/+hk-)a te [Va Oé], (53)

where -
w(t, v, v, )|
[ERERS

We have from (2.4) that if |y,44, — Yu|wi.e # 0, then

— 0, as W—WWLN — 0.

|w(t, Vs, Yv, yu+hk)| < |W(t7 vV, Yv, yu+hk)| |yu+hk - yu|W1,0<>
| e T Yrhy, — Ul |k
|"J(t7 v, yllayl/-l-hk-)‘N

Yot hy, — Yulwioo
—- 0

as k — oo. Therefore, it is enough to show that

lim Dya(t, v, y) % — Tt 0, y) W), 5), € [val.
k—oo hk

Introduce zF(t) := Dsz(t, v, yy)w, 2(t) == T(t,v,y,)(9(v), ), and let x = z(-,v,y,).
Since z¥ and z are solutions of the IVP (3.8)-(3.9) and (4.5)(4.7), respectively, we have for
t € [o,q]

zk(t) = yw h;;z —y) + /t L(s,x)zf ds

t
z(t) = y(z/)+/ L(s,x)zsds,

therefore .
5(E) — 2(6)] < lua(v)] + / IL(s, 2)(F — 2)| ds,
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where

pr(s) == yls + h;zz —y(s) y(s), a.e. s € [v—r,vl.

Similarly to the proof of Lemma 4.1 we get the estimate
t
wilt) < s ()] + ax +K/ wi(s)ds,  t€[val, (5.4)
v

where wy,(t) := max{|z¥(s) — z(s)|: v < s <t} for t € [v,a], K is defined by (4.4),

m min{v+r,a} pr—s
ap = Z/ |Az($)|ﬂk(3_)\z(3))|ds+/ / |A($7‘9)||Mk(8+0)|d9d8
i=1 7 Ui

14 -r

L
“nv (% st & as

min{v+r,a} pr—s
+ | 10t O)lets + 0)ldods) + [ fpnts = ris.z)lds],
v w

-

and
U = {seva]l: s=—N(s)<v}, i=1,...,m,
Vi = {seva]: s=¢&(s)<v}, j=1,...,¢,
W = {sey,a]: s—7(s,zs) <V}

We have a, — 0 as k — oo, since pi(s) — 0 for a.e. s € [v—r,v].
Gronwall’s inequality yields from (5.4) that

|28 () — 2(t)| < wr(t) < (un(v) + ap)e’?, t € v al

This concludes the proof, since pi(v) — 0 and ar — oo as k — oo. U

Now we are ready to formulate and prove the nonlinear variation of constants formula for
(5.1).

Theorem 5.2 Assume f satisfies (A1), (A4), T satisfies (A2), (AS3), g satisfies (A5), and A
satisfies (A6). Let (o,¢) € P, let y(t) = y(t, o, ) be the solution of the IVP (5.1)-(5.2), and let
x(t) = x(t,0,¢) be the solution of the IVP (2.1)-(2.2) for t € [o,a]. Suppose (s,ys) € Pa for
a.e. s € [o,a]. Then

t
o(t) =o®) + [ Tt (as,m0(s = Ns,0).0) ds. teloal,  (53)
where T is defined by (4.14), and O is the identically zero function in C.

Proof Let s € (0,a) be such that (s,ys) € P». Then for such s Theorem 4.2 and Lemma 5.1
yield

%Jj(t, S7y8) = D2$(t757ys) + %m(t787yu) s
= T(ta Svys)(_f(sa ysay(s - T(Svys)))7 _ys) + T(t7 Says)(y(s)vys)‘
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Since g(s) = f(s,ys, y(s = 7(5,4s))) + 9(s,Ys, y(s — Als,9s))), we get

d
(t5,95) = T(t5,6) (905 v y(s = A5.9:))), 0).
Hence, using that y, = ¢, it follows

y(t> —.%'(t) = x(tvta yt) - (t g, yff)

[ a
= tsys
O'S

:/ﬁts% (5, u(s ~ A0 0) s, 1€ [oval.

6 Stability of perturbed scalar SD-DDEs

Stability of several classes of SD-DDEs was studied, e.g., in [12], [16], [17], [20], [25], [30]. In
these papers it was proved that the asymptotic stabiity of the trivial solution of an associated
linear state-independent delay equation imples that of the fixed solution of the SD-DDE.

In this section we consider the scalar version of (2.1), where f and 7 are time-independent,
f depends only on the state-dependent term, and also the delay 7 depends only on z(t) instead
of past values of the solution. Let ¢ > 0, and we consider the following special form of (2.1):

w(t) = f(x(t —7(2())), t=o0, (6.1)
and the corresponding initial condition is

z(t) = p(t — o), t€lo—rol. (6.2)
We consider the perturbed system

y(t) = fly(t = 7(y®))) + 9(t, v, y(t = AL, 9e))), L= o0, (6.3)

with the initial condition
y(t) = p(t — o), te€lo—rol. (6.4)

Our goal in this section is to give sufficient conditions which imply that the exponential stability
of the trivial solution of (6.1) is preserved under certain perturbations given in (6.3).
We summarize our conditions on the parameters of (6.1) and (6.3).

(H1) f € C*(R,R), f(0) =0, 7 € C*(R,[0,7]), T is piecewise monotone in the sense of Defini-
tion 3.2 on any finite interval, and 7 is not linear on any interval;

(H2) g: [0,00) x C x R — R is continuous and it is continuously differentiable wrt its second
and third arguments, ¢(¢,0,0) =0 for ¢t > o, and A: [0,00) x C' — [0, 7] is continuous and
it is continuously differentiable wrt to its second argument;

(H3) ¢ € Whe,
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Under conditions (H1)—(H3) a simple generalization of Theorem 2.1 yields that both the IVP
(6.1)-(6.2) and the IVP (6.3)-(6.4) have unique solutions on an interval [o,a] for some a > 0.
We also suppose the solutions of both IVPs exist on [0, 00).

It is easy to see that, e.g., the delay function 7(u) = ru’  satisfies all conditions assumed

1+u?
for 7 in (H1).

Definition 6.1 We say that the trivial solution of the IVP (6.1)-(6.2) is exponentially stable,
if there exist constants § > 0, u1 > 0 and K1 > 1 such that

‘l’(t, g, QO)| < Kle_ul(t_a)|<p|07 t>o (65)
for ¢ € WH° satisfying |¢lc < 6.

Remark 6.2 We note that Theorem 4.2 of [17] and a well-known stability condition for a single
delay equation (see, e.g., [18]) yields that if f and T satisfy (H1), and
7r
9

0<—f'(0)7(0) < (6.6)

then the tivial solution of (6.1) is exponentially stable.

Lemma 6.3 Assume (H1). Then the parameter set Py defined in (3.7) satisfies P» = [0,00) X
Whoee,

Proof Suppose for some s € (0,a) and ¢ € W1 we have (s,1) € P,. Then there exists an
interval [t1,t2] C [s, s+ 1] and a constant ¢ € [s —r, s+ r] such that the solution z(t) = x(t, s, 1))
of the IVP (6.1)-(6.2) satisfies

t—1(z(t)) =c, t € [t1,ta].

Then (6.1) yields

i) = fle(t —7(x(t)) = f(z(c),  t€ltrta],
hence z is linear on [t1,ts]. Then, using the assumed piecewise monotonicity of 7, there exist
a subset [u1,us] C [t1,12] such that on the range {z(t): t € [u1,us]} 77! is well-defined. Then
x(t) = 771(t — ¢) for t € [ug,us], which contradicts to the assumption that 7 is not linear, so

77t — ¢) is not linear too on any interval. This means that ¢ — 7(z(¢)) is piecewise monotone
in the sense ot Definition 3.2, i.e., P, = [0, 00) x W1, O

According to the previous lemma, all conditions of Theorem 5.2 are satisfied for this case.
Therefore (5.5) holds for all (o, ¢) € [0,00) x W1, Suppose x(t) is a fixed solution of (6.1). In
this case the IVP (4.5)-(4.7) corresponding to this = has the form

At) = fl(a(t—7(2(1)) (-i(t = 7(@(t)) 7' (2(t)2(t) + 2(t - T(w(t)))) t=o, (6.7

z(o) = w, (6.8)

2(t) = h(t—o), te€lo—r0o. (6.9)
Using the solution z(t) = z(t, 0, ¢, v, h) of the IVP (6.7)-(6.9) we define T by (4.14).

The asymptotic properties of perturbed nonlinear differential equations using the nonlinear

variation of constants formula was studied in several papers [4], [5], [7], [13], [14], [34]. Motivated
by [5] and [13], we introduce the following definition.
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Definition 6.4 We say that the trivial solution of the IVP (6.1)-(6.2) is exponentially stable
in variation, if there exist constants pg > 0 and Ko > 1 such that

IT(t,5,0)(v,0)| < Kge "=3)y|,  o<s<t veR. (6.10)

The variational equation (6.7) corresponding to the trivial solution Z(t) = 0 of (6.1) has the
form

At = —f(0)2(t — 7(0)), t>o. (6.11)

Consider its fundamental solution, i.e., the solution of the IVP

o(t) = —f(0)z(t —7(0)), t>0 (6.12)
0) = 1, (6.13)
ty = 0, te[-r0). (6.14)

(
Then T (t,s,0)(1,0) = v(t — s).
Remark 6.5 It is known (see, e.g., [18]) that (6.6) implies that the trivial solution of (6.11)

is exponentially stable, and so (6.10) holds, i.e, the trivial solution of the IVP (6.1)-(6.2) is
exponentially stable in variation.

Lemma 6.6 Suppose (H1)-(H2). Let ¢ > 0 be fized, and suppose (6.6) holds. Then there exist
constants 6 > 0, Ko > 1 and uo > 0 such that

(Tt 5,95) = T(t:5,0))(0,0)] < Koe *2"o|, o <s<t veER, (6.15)
for any function y: [0 —r,00) — R satisfying ys € W and |ys|c < & for s € [o,00).

Proof Let s> o and v € R be fixed, and let () := (¢, s,ys), 2(t) := 2(t, s, ys, v,0) and Z(¢) :=
Z(t,s,0,v,0) be the solutions of the corresponding IVP (6.7)-(6.9). Furthermore, we introduce

the short notations n(t) := 7(x(t)), 7 := 7(0), a(t) == —f'(x(t — 7(2(¢))))2(t — 7(2(¢))) 7' (z(?)),
b(t) := f'(x(t — 7(x(t)))), b := f/(0). Then it follows from (6.7) that

5(8) = 5(8) = Ble(t — 1) — 2(t — )] + F(), t>s,

(t
E (t ) )’(t - ( )) +b[(z ( ( )) —2(t = n(t))) = (z(t = 1) — 2(t — 1))}
+0[2(t — (1)) — 2(t — 7).

Let v(t) be the fundamental solution of (6.11), i.e., the solution of the IVP (6.12)-(6.14). It
follows from our assumptions and Remark 6.5 that

lv(t)| < Koe 0t t>0. (6.16)

Since z(t) = z(t) = 0 for t € [s — 7, 5], the function Q(t) := z(t) — z(t) satisfies
t
Qt) = / v(t —u)F(u) du, t>s. (6.17)
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On the other hand, using the linear variation of constants formula, we get

Q) =9(t) + /; v(t — u)F(u) du, t>s+2r, (6.18)

where W is the solution of the linear IVP

U(t) = bU(t—7), t>s+2r
V() = z(t) — z(¢), te[s+rs+2r.

From (6.16) it follows that there exists My > 1 such that

< Moe—Ho(t—s=2r) —z > : .
|T(t)] < Mye o max |2(0) —2(0)], t>s+2r (6.19)

Let 6; be the constant from the definition of the exponential stability, i.e., = satisfies (6.5)
with § = 1. Suppose y: [0 — 7,00) — R is such that y; € W1 and |ys|c < 81 for s € [0, 00).
Using (6.5), we get that |z(t)| < K101 for t € [s—7,00) and |ys|c < 1. Then using f € C?(R,R)
and 7 € C1([0,00), [0, 7]), there exist constants L s and L, such that

b(t) = bl = [f'(@(t = 7(2(1)))) = £/(0)] < Lyla(t — 7(x(@))| < LpKilysle, t>s>o0,

where in the above estimates we also used estimate (6.5). Therefore there exists a constant
K3 > 0 such that B
b(t) = b < Kplyslc,  t=s>o. (6.20)

Similar argument shows that there exist constants K, > 0 and K, > 0 such that
‘a(t)’ < Ka’ys’C’ and \ﬁ(t) - f/‘ < K’r|ys‘0 fort >s>o. (6'21>
Then, combining the definition of F' together with (6.20), (6.21) and (6.10), we get

[F(t)] < Kalyslo|Qt)| + Kalys|oKoe #t )]
+EKp|ys|c |t — n(6)] + Kplys| o Koe Hotn0=5) ||

+0|Q(t —n(t)) = Qt —0)| +b|z(t —n(t)) —z2(t —7)|, t=>s. (6.22)

Therefore, using |2(t — n(t))| < Koe #0t=10=9)[y|, (6.10) and |ys|c < &1, there exist M; and

M> such that

[F(Ol < My max 192(u)] + Mye M08y t>s. (6.23)

Substituting this into (6.17) we get

s<6<u

@) < / Koe 0= (My max [9(0)] + Maoe 0~ o]) du

IN

KoM>s2r|v| +/ KoM max [Q(0)] du, tes,s+2r]
s s<0<u

So Gronwall’s inequality yields

< .
_max [Q(6)| < Mol (6.24)

with Mz := KoMy2reKoMi2r,
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For t > s + 2r we have

t—n(t)
st ne) - =e-nl = |[ " s —nydu

=17

t—n(t) _ _
< / bK e Ho=1=9) |y | du,
t—mn
t—n(t) _
< / bKoe H0t=2r=8)|y| du
t—mn
< Kse MU=y lys|o (6.25)

with an appropriate constant K3 > 0. Similarly, using (6.23), we obtain
€2t —n(t)) — Q(t — 1)

t=n(t) _
/ bQ(u —1n) + F(s)du
¢

-n

< (0+n), max

19(0)] + Mae 0] ) () — 7

IN

ysle (Ko max_[000)] + Kse o]}, t=s+2r (6.26)

with some Ky > 0 and K5 > 0. Hence (6.22), (6.25) and (6.26) imply

< —po(t—s) ) >
B(0)] < lyslo (Ko, max_ 0(0)] + Kre ol),  t=s+2r
with some appropriate constants K¢ > 0 and K7 > 0. Then, combining this relation with (6.18),
(6.19), (6.24), we get

Q)] < Moe #0572 My|o|

t
+ / Koe_“‘)(t_“)]ys\c<K6 max \Q(H)]+K7e_“0(“_5)]v\) du

u—2r<0<u

IN

Moe_uo(t—s—2r)M3|v’ + KO|yS|CK7|’U|6_#0(t—s) (t — 5)

t
—po(t—u) >
T KoKolysle / e | max (90)|du. t>s.

Let 0 < pg < po be fixed. Then sup, e~ (mo=h2)(t=5) (4 _ 5) < o0, so there exists My > et22" M
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such that

< Mylv| + K0K6]y5|oe*(/‘0*l‘2)t*uzs

t
x/ et max (e_“Q(G_s)e“Q(e_s)|Q(9)\> du

u—2r<0<u
My|v| + K0K6]ys|ce_(“0—“2)t_“23

IN

t
x/ elromn2)uen2(r+s)  max  #200-9)|0 ()| du

u—2r<0<u

t
< Mylv| + KoKglys|ce™Homr2)t max 6“2(9_5)]9(0)]/ elro—m2)ug2riz gy,
S

s<O<t
KoK 2ru
< My + =2 6ysloe max e#2(=2)|0(9)), t>s+2r. (6.27)
Ho — 2 s<O<t

Let 0 < § < 67 be such that
_ KoKge*+2 5 <

Mo — H2
Since My > 22" Ms, (6.27) yields for |ys|c < § that

M52

max e”20=)|Q(0)| < Mylv| + Ms max €202 |Q(0)|, ¢ >s,
s<O<t s<O<t
hence
=00 < max 2= Q@B)] < —_ |y, > s
T s<0<t —1—M;s ’ =7
which completes the proof of (6.15). 0

Our main theorem shows that the exponential stability of the trivial solution of (6.1) is
preserved for that of (6.3) under suitable conditions of the perturbation.

Theorem 6.7 Suppose (H1)-(H3) and (6.6) hold. We assume that for every p > 0 there exists
Yp: l,00) = [0,00) such that v,(t) — 0 monotone decreasingly as t — oo, and

|g(t7¢7u) _g(tﬂE?a)’ §Wp(t)(|¢—1/jfc+\u—m)7 t>o (628)

for ) € W w, i € R satisfying [V|c, |v|c < p and |ul, |a| < p. Then the trivial solution of
(6.3) is also exponentially stable.

Proof It follows from our assumptions that g(¢,0,0) = 0, and so y(¢,0,0) =0 for all t > 0.
Let 6 > 0 and ¢ € W™ be fixed, z(t) := z(t,0,9), y(t) = y(t,0,0), v € R, 2(t) =
z(t,o,0,0v,0), Z(t) := 2(t,0,0,v,0). It follows from (5.5) that

t
y(t) = a(t)+ / T(t,5,55) (905, 4 (s — A(5,9:))),0) ds, ¢ > o
Hence we have

y(t) = ‘T(t) +/ [T(ta 573/8) - T(t, 5, 0)](9(37 Ys, y(S - )‘(37 ys))) - 9(87 070)7 0) ds
+/ T(t.5,0) (905 5o y(s = A(s,55)) — 9(5,0,0),0) ds, ¢ >0,
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Let 61 and 02 be defined by Definition 6.1 and Lemma 6.6, respectively, i.e., (6.5) and (6.15)
hold with § = §; and § = ds, respectively. Let d3 := min{dy, d2}. Suppose |p|c < d3. Then the
continuity of y yields that there exists a > o such that |ys|c < d3 for s € [0, ). Then relations
(6.10), (6.5) and (6.15) imply

t

)] < Iw(t)|+/ Koe 2079 (s, s, y(s — (s, 9s))) — g(s,0,0)| ds
t g

+/ Koe_,uo(t_s)

t
Kie = |p|o + KQ/

g

905, e, y(s = A(s, ) — 9(5,0,0)| ds

IN

2005, () (Il + Iy (s = Als. )] ) ds

t
o [ 05, 05) (lnede + (s = Mo} ds, ¢ € [ona)

We have from the proof of Lemma 6.6 that us < po. Let 0 < pg < min{uq, ua} be fixed. Then

6”3(t_0)|y(t)| < Kilole + (Ko + KZ)e—(m—us)t—lt:w

t
< [ e, () (el + (s = As,)]) ds
< Kilple + 2(Ko + Kp)eH2ra)t

t
x/ e(#zﬁus)SJrHS"rwl(s) max 6”3(u70)|y(u)|d5

s—r<u<s
for t € [0, ). Since e*=9)|y(t)| < |plc < Ki|p|c for t € [0 — 7, 0], it follows that

p3(u—o)
,max_ e |y (u)]

t
< K1|¢]C+M66(“2“3)t/ e(#z*%)&ml(s) max eus(ufd)yy(u)‘ds

. o—r<u<s
(6.29)
for t € [0, ) with Mg := 2(K( + K3)e!3". In particular, we have for ¢ € [0, )
t
max_ M Oy(w)| < Kilplo + Meys, (0) [ max_ =) y(u)| ds.
o—r<u<t o 0—r<u<s
Then Gronwall’s inequality yields
max e =9 |y(w)| < Ki|p|ceMern O t>o. (6.30)
o—r<u<lt
Let t1 > o be fixed such that
M, t
Meya, () _ (6.31)
M2 — p3
Then (6.30) gives
—psT < p3(u—o) <K Mg, (0)t1 )
e max [|y(u)| < max e ly(u)| < Kifp|ce™ ™ (6.32)

So if 0 < 04 < d3 is such that
K16,eMe7s: (O)trtpsr - 53,
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then |y(t)| < d3 for t € [o,t1], so a can be selected so that o > t;. Therefore (6.29) implies

max M=) |y (y)|

o—r<u<t
t1
< K1|¢|C+Mﬁe_(“2_“3)t/ 6(“2_“3)5%1(5) max 6“3("_”)|y(u)|ds
- o—r<u<s
t
+M6e_(”2_“3)t/ e(u2—u3)s%1(5) max e |y(u)| ds
t1 o—r<u<s
M, t
< Milplo + 2000 m@ @), e fo,a), (6.33)

2 — p3 o—r<ust
with some M7 > 0. Then (6.33) and (6.31) yield
U=y (1) < Mlgle,

or equivalently,

ly(t)] < Me(=|g|¢ (6.34)
for ¢t € [0,) with some M > 1. Let 0 < § < 4 be such that M < d3. Then it is easy to see
that (6.34) holds for all ¢ > ¢, which completes the proof. O
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